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Evolvability, the ability of populations to adapt, can evolve through changes in the mechanisms determining genetic variation and

in the processes of development. Here we construct and evolve a simple developmental model in which the pleiotropic effects

of genes can evolve. We demonstrate that selection in a changing environment favors a specific pattern of variability, and that

this favored pattern maximizes evolvability. Our analysis shows that mutant genotypes with higher evolvability are more likely to

increase to fixation. We also show that populations of highly evolvable genotypes are much less likely to be invaded by mutants

with lower evolvability, and that this dynamic primarily shapes evolvability. We examine several theoretical objections to the

evolution of evolvability in light of this result. We also show that this result is robust to the presence or absence of recombination,

and explore how nonrandom environmental change can select for a modular pattern of variability.
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Evolvability is the ability of populations to adapt through natural

selection. This property is succinctly expressed by the observa-

tion that, through mutation, recombination and development, or-

ganisms can produce offspring that are more fit than themselves

(Altenberg 1994): the study of evolvability posits that this observa-

tion is surprising and that it demands an explanation. The concept

of evolvability promises to integrate ideas about constraint, pheno-

typic correlations, and mutational biases into a systematic theory

of the variational properties that underlie evolution by natural se-

lection. Evolvability may also provide an essential framework for

understanding the success of invasive species (Gilchrist and Lee

2007) and the response of populations to anthropogenic change.

Central to the idea of evolvability is the genotype–phenotype map:

a set of rules that relate genotypes to the range of phenotypes they

can produce (Alberch 1991; Wagner and Altenberg 1996). This

mapping emphasizes how developmental systems create pheno-

typic variation from underlying genetic variation, and suggests

two levels of processes contributing to evolvability.

Mutation and recombination contribute to evolvability by cre-

ating genetic differences between parents and offspring. Several

investigations of the evolution of mutation reference the concept

of evolvability (Radman et al. 1999; Tenaillon et al. 2001; Bedau

and Packard 2003; Earl and Deem 2004; André and Godelle 2006),

as do decades of studies on the evolution of sex and recombina-

tion (reviewed in Bell 1982; Otto and Barton 1997; Pepper 2003;

Goddard et al. 2005). Although these studies have inspired much

debate and deepened our understanding of the evolution of vari-

ability, they cover only a small fraction of the biological traits that

shape evolvability.

A more diverse, and much less-explored, level of influences

on evolvability includes the developmental processes that make

genetic variation visible to natural selection. Evolvability is in-

creasingly popular as a framework for interpreting a wide range

of developmental traits at diverse scales: codon usage in genes

(Plotkin and Dushoff 2003; Meyers et al. 2005), RNA structural

evolution (Cowperthwaite and Meyers 2007), protein folding and

stability (Wagner et al. 1999; Bloom et al. 2006), gene regula-

tory interactions (Wagner 1996; Tanay et al. 2005; Quayle and

Bullock 2006; Tirosh et al. 2006), and angiogenesis and neural

outgrowth in animal development (Kirschner and Gerhart 1998).
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These two levels of influences on evolvability imply that many of

an organism’s traits might contribute to its evolvability. Insights

from the experimental evolution of proteins (Aharoni et al. 2005;

Khersonsky et al. 2006; O’Loughlin et al. 2006; Poelwijk et al.

2007), microorganisms (Burch and Chao 2000), and computer

programs (reviewed in Adami 2006; Magg and Philippides 2006)

are increasingly described in terms of evolvability, suggesting the

exciting unifying potential of this idea. However, we still lack the

theoretical tools to make rigorous measurements and comparisons

of organismal evolvability, and the literature contains much confu-

sion over the definition and utility of evolvability (Sniegowski and

Murphy 2006; Lynch 2007). Central to this ambiguity is the ques-

tion of whether evolvability can itself evolve by natural selection.

The evolution of evolvability through direct selection is cur-

rently a controversial hypothesis for the adaptability of organisms.

One problem with this idea is that selection for evolvability seems

to conflict with the apparent myopia of natural selection: the ben-

efits to evolvability lie in an unknown future, perhaps beyond

the ken of selection acting on contemporary phenotypes (e.g.,

Kirschner and Gerhart 1998; Poole et al. 2003; Earl and Deem

2004; Sniegowski and Murphy 2006). However, evolutionary bi-

ology contains several frameworks for understanding adaptation,

such as geometric mean fitness (Stearns 2000) and lifetime repro-

ductive success, in which selection, by integrating information

about the past, appears to anticipate the future. Seen in this con-

text, this objection to the evolution of evolvability is simply an

empirical question about how well past environments predict fu-

ture ones, and not a logical paradox.

Another frequently cited objection is that selection for evolv-

ability requires group selection (e.g., Lynch 2007). Because evo-

lution changes only populations, not individuals, it is superficially

plausible that the rate of evolution could only evolve through com-

petition among populations. This notion, however, was shown to

be faulty over 25 years ago. Wagner (1981) modeled the dynamics

of alleles that modify the rate of increase in mean fitness, m̄. If p

and q are the frequency of genotypes with modifier alleles I and II,

respectively, then these modifier alleles evolve during adaptation

in an asexual population according to

dp

dt
= pq(m̄ I − m̄ I I ). (1)

This means that if there is a difference between two genotypes

in the rate of increase in the mean fitness, that is a difference

in evolvability, the resulting difference in mean fitness is exactly

the selective advantage caused by differences in evolvability. This

result demonstrates that mutations affecting the rate or size of

beneficial mutations are subject to individual-level selection. Re-

combination weakens but does not negate this form of selection

for evolvability (Wagner and Bürger 1985), as discussed further

below.

Another objection is that an evolvable genotype does not

survive its own success: a genotype which produced a mutant that

fixed in a population may have been evolvable, but it is now also

extinct (Plotkin and Dushoff 2003). This difficulty may also be

more apparent than real: just as offspring must merely resemble

their parents for selection to cause evolution, evolvability must

only be partially heritable to evolve. Again, this is an empirical

question about organisms and other evolvable systems (see our

discussion below and Plotkin and Dushoff (2003) for examples of

how it can be answered).

The last major argument against the efficacy of selection fa-

voring evolvability is that recombination will quickly dissociate

an allele that improves variability from any positively selected

variants it helps to create (Sniegowski and Murphy 2006). This

argument may be damning for alleles that increase the mutation

rate, or “mutator” alleles, in populations with any recombination

(Tenaillon et al. 2000), implying that the evolutionary relevance

of mutators is small at best (Sniegowski et al. 2000; de Visser

2002). Sniegowski and Murphy (2006) suggest that this result ar-

gues against all but special cases of evolvability loci with local

effects, such as contingency loci in certain bacteria or transposons

(de Visser 2002). Because these loci cannot be readily decoupled

from any adaptive variants they create, recombination does not

directly limit their successful fixation through indirect selection.

Although it is unknown whether local mutation-modifying loci are

the exception or the rule, it is worth noting that loci that affect de-

velopment can influence variability through epistatic interactions

with other loci. Such epistasis binds an evolvability-modifying

allele to the beneficial alleles it facilitates, setting selection in op-

position to recombination. Therefore, recombination may restrict,

but not preclude, the evolution of evolvability through changes in

epistasis.

Despite these apparent theoretical difficulties, several studies

have made strong arguments for the evolution of evolvability by

the evolution of developmental processes, in both biological sys-

tems and models (Ancel and Fontana 2000; Masel and Bergman

2003; Plotkin and Dushoff 2003; Masel 2005; Meyers et al. 2005).

A common feature of many of these successful investigations

is a tractable and explicit model of the relevant aspects of de-

velopment: RNA folding in Ancel and Fontana (2000), mRNA

translation in Masel and Bergman (2003), and the genetic code in

Plotkin and Dushoff (2003) and Meyers et al. (2005). Although the

genotype–phenotype maps of even simple organisms are largely

unknown, analyzing the evolution of evolvability in a diverse ar-

ray of simple, well-defined models of development may reveal the

mechanisms of selection that shape the variabilities and develop-

mental systems of organisms.

To dissect the influence of natural selection on evolvability,

we constructed a model of development focused on the pleiotropic

effects of two genes on two quantitative characters. Pleiotropy,
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the effects of a single locus on multiple traits, is a ubiquitous fea-

ture of real developmental systems, and an elemental component

of genotype–phenotype maps (Baatz and Wagner 1997; Hansen

2006). The effects of pleiotropy on adaptation have been stud-

ied since Fisher and are central to ideas about complexity and

modularity in biology (Wagner and Altenberg 1996; Baatz and

Wagner 1997; Orr 2000; Hansen 2003; Welch and Waxman 2003;

Griswold 2006). Our model allows the evolution of both pheno-

types and pleiotropic effects and therefore enables us to address

the important question of how selection on the phenotype alters

pleiotropy (Hansen 2006). We find that subjecting simulated pop-

ulations of these model organisms to fluctuating selection favors

pleiotropic relationships that minimize constraints on variability.

We demonstrate that this outcome is the result of selection favor-

ing evolvability, and that our results suggest a novel perspective

on the influence of selection on the evolvability of developmental

systems.

Methods
MODEL DEFINITION AND SIMULATION CONDITIONS

Our model represents development as a geometric relationship be-

tween genotypes and phenotypes. Each phenotype is represented

as a point on a plane, and can therefore be described by the values

of two orthogonal, quantitative traits. Each genotype consists of

two genes, each of which is a two-dimensional vector; the geno-

typic value of an organism is then the endpoint of the sum of

these vectors, as depicted in Figure 1. Environmental variation is

not modeled, so each genotype specifies a single phenotype. Im-

portantly, this scheme captures the degeneracy of development:

although each genotype specifies one phenotype, there are many

genotypes that can produce each phenotype. This degeneracy may

facilitate the evolution of evolvability by allowing genotypes that

have the same phenotype to differ in evolvability.

We simulate evolution by first creating a population of N such

genotypes, then defining an optimal phenotype, P. The fitness of

each phenotype is inversely proportional to its distance from P:

specifically, where d is this distance, each organism i is assigned

a fitness

wi = 1/(0.01 + d). (2)

The next generation of the population is then formed in one of

two ways. In simulations with no recombination, the algorithm

picks N organisms, with replacement, from the current popula-

tion. Each organism is selected with a probability proportional to

its fitness, and is copied with mutation into the next generation. In

simulations with free recombination, two different individuals are

selected according to their fitnesses, and an offspring is generated

by randomly choosing between the parental alleles for each of the

four numbers defining the genome. As in the no-recombination

Figure 1. Illustration of the genotype–phenotype map used in

the model. Two orthogonal quantitative traits define phenotypic

space. Genotypes are pairs of vectors; phenotypes are the end-

points of the sum of those vectors. � is defined as the smallest

angle between vectors.

simulations, parents are selected with replacement and genes are

copied with mutation. In both modes of reproduction, two rates

define the rate of mutagenesis: � is the per-locus rate of muta-

tion for the magnitude component of each vector, and �a is the

corresponding rate for the angle component. The magnitude and

angle associated with each vector also differ in the distribution of

allowed mutations: magnitudes change by a uniformly distributed

value between 0.5 and −0.5, whereas angles mutate to a new angle

chosen uniformly from the entire interval [0, 360].

Our study examines cases in which angle mutations are con-

siderably less common than magnitude mutations. If most muta-

tions change the vector magnitude, then the mutant spectrum is

dominated by changes along the length of each vector: variation

is therefore largely constrained by the directions of the vectors.

This pattern of constraint allows a biological interpretation of the

characteristics of each gene. Magnitude mutations change the al-

lelic state of a gene, and alter both phenotypic characters in a

correlated manner. This correlation is equivalent to the vector an-

gle: mutations in this angle therefore change the pleiotropy of

a gene. Vector angles can consequently be viewed as a mutable

aspect of development, and therefore as an aspect of variabil-

ity that can evolve. To observe the evolution of variability, we

need a measure of the pleiotropic correlations of both genes. This

measure is simply the smallest angle between the two vectors,

designated �.
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Vector angles measure pleiotropy by the axes of phenotypic

space, such as those drawn in Figure 1. However, this measure is

only informative if these axes are meaningful. Because the ori-

entation of the axes of a Euclidean space is unconstrained, any

mutation can be seen as either affecting a single character (axis)

or several, depending on the arbitrary orientation of the axes of the

space. This ambiguity is simply a consequence of the many ways

in which an organism’s phenotype can be parsed into orthogonal

traits. Because � measures vectors by their angular difference, it

is independent of the choice of axes.

Because of this independence, � cannot measure the amount

of pleiotropy. For example, a genotype with an � of 90◦ could ex-

hibit no pleiotropy, maximum pleiotropy, or anything in between,

depending on the choice of characters. What � does measure is

the isotropy, or lack of bias, of the phenotypic spectrum of mu-

tations. Vector angles describe the directions in phenotypic space

in which mutational changes are most likely, and � captures the

correlation between these two directions. � is inversely related to

this correlation: genotypes with a small � therefore have a strong

correlation between vectors, and can produce only a limited va-

riety of mutants. In contrast, genotypes with high � values can

produce a broad spectrum of variants that is unconstrained by the

variational biases of the individual genes.

For most simulations presented, populations were initiated

with a randomly generated population of N individuals. An op-

Figure 2. � , the angle difference between the vectors, as the angle mutation rate, �a, varies. Each point represents the mean of 24

simulations; each simulation is characterized by the median of 1000 measurements of mean population � . Recombination and its absence

are implemented as described in the text. Error bars represent standard errors. The horizontal gray line marks the neutral expectation;

the vertical gray line marks the magnitude mutation rate, � = 0.04. The population size, N, is 600 for all simulations.

timal phenotype, P, was then uniformly drawn from within the

unit disc, and the population evolved toward this optimum for

1000 generations. P was then redrawn from the same uniform

distribution to simulate an environmental fluctuation. Evolution

proceeded in 1000-generation intervals, punctuated by fluctua-

tions to new optima, for a total of 1000 cycles, or one million

generations. Several variants of this basic program were also used

to test specific hypotheses, as described below.

All simulations were conducted with custom software written

in C and C++, compiled using GNU C and C++ compilers,

and executed on a Macintosh G5. The Mersenne Twister library

was used for pseudorandom number generation (Matsumoto and

Nishimura 1998). Mathematica was used for the Markov model

presented below, and Microsoft Excel and R were used for data

analysis.

Results
I. EVOLUTION OF �

Figure 2 shows �, or the angle difference between the vectors, for

simulations performed over a range of �a where � = 0.04 and N =
600. Each point represents the mean of 24 replicates; error bars

show one standard error. Each replicate is the median of at least

1000 measurements of the mean population � over a one-million-

generation simulation. The horizontal gray line marks 45◦, the
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null expectation if neither large nor small values of � are con-

sistently favored. The vertical gray line marks � = 0.04, where

� is equal to �a. Open diamonds are trials with free recombina-

tion; closed squares represent asexual populations. Large values

of � are clearly overrepresented in simulations where �a is much

smaller than �. In contrast, there is no trend toward any particular

angles for either vector individually (data not shown). Recombi-

nation increases the divergence from 45◦, but does not qualita-

tively affect the results. Because this method averages � across

members of a population, it may underestimate the occurrence

of extreme values of � in diverse populations: additional simula-

tions that avoided averaging � produced nearly identical results

(not shown). Appendix 1 demonstrates that this preponderance of

high values of � is robust to changes in model parameters.

Figure 3A displays histograms of �, pooled across 24 repli-

cates, for several values of �a; only the results for the asexual

populations are shown. As Figure 3 shows, these distributions are

strongly skewed when �a � �: because of this skew, medians

were used to characterize the central tendency of each simulation

in Figure 2. These distributions confirm that large values of � are

favored when �a is small. To understand the source of this pref-

erence, we next examined the pattern of substitutions in the angle

component of each gene. Two trends could explain the preference

for larger �: we may observe genotypes with higher � invading

populations more often, and we may see that populations fixed for

higher � genotypes are invaded less often.

Figure 3. (A) Frequency of mean population � , pooled across 24 simulations, for three values of �a. Other parameters are the same as

in Figure 2. (B) Distribution of angle substations grouped by substituting � , pooled across 12 simulations of the variant model described

in the text. (C) Distribution of times between angle substitutions grouped by � , pooled across the same 12 simulations.

To study angle substitutions within our simulation, it is help-

ful to use a slight variation of the model described above. This

variation constrains vector angles to the integer degrees, such that

� can have only the 91 states in the interval [0, 90]: this minor

alteration places a minimum size on angle mutations, focusing

our attention on significant changes in �. We used this model to

determine the frequency of angle substitutions that lead to new

values of �, and the duration for which populations are fixed for

particular values of �.

One possible explanation for the pattern seen in Figure 2 is

that angle mutants that increase � are more likely to fix in the

population. Figure 3B shows the frequency of substitutions as a

function of the substituting �, pooled for 12 replicate simulations.

Clearly, there is a small bias in the frequency of substitutions, but

this trend is similar for each �a value and opposes the dominant

trend in Figure 3A: large � genotypes are favored in spite of a bias

against substitutions that lead to their fixation.

Another possibility is that populations fixed for larger � val-

ues persist longer between substitutions. Figure 3C shows a set of

histograms for the intervals between substitutions as a function of

�. These data, taken from the same set of simulations as those in

Figure 3B, clearly show that populations of large � genotypes are

more prevalent because they persist for many generations before a

new angle mutant invades the population. This differential persis-

tence also varies with �a, accounting for the relationship between

mean � and angle mutation rate seen in Figure 2.
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II. � AND THE RATE OF EVOLUTION

The results in Figures 2 and 3 suggest that evolution in a randomly

changing environment elicits some difference between genotypes

based on �, that this difference does not depend strongly on the

presence or absence of recombination, and that it is amplified as

�a decreases. Because � measures the shape of the distribution

of mutational effects on the phenotype, we expected that � might

capture an aspect of variability that was important for evolution.

We hypothesized that the key trait that varies with � is evolvability:

specifically, genotypes with higher values of � are able to produce

vector magnitude mutations that are adaptive in a greater range

of circumstances. Below we develop the basis for this hypothesis

and test it with further simulations.

First, it is essential to note that populations in fluctuating en-

vironments may experience a mix of directional and stabilizing

selection: if periods of stabilizing selection shape the mean value

of �, then our hypothesis linking evolvability to the prevalence

of high values of � is incomplete. We studied populations subject

only to stabilizing selection by initiating simulations with popu-

lations at the optimum phenotype, and evolving these populations

without shifts in the environment. After examining several com-

binations of mutation rates in both the presence and absence of

recombination, we found no evolution of � in these populations. A

subset of these data is graphed in Figure 2. This finding was con-

sistent with our observations that, across all simulations, change in

� was always associated with directional adaptation. These obser-

vations can be understood by noting that any individual mutation

changing � alters the phenotype, and that, at the optimum, any

alteration of the phenotype is deleterious. Therefore, stabilizing

selection opposes any evolution of �. These results support our

focus on the relationship between � and the response to directional

selection.

Figure 4 provides a quantitative depiction of the relationship

between � and evolutionary constraint on the response to direc-

tional selection. At the center of each plot is the phenotype of a

Figure 4. Short-term evolutionary response of populations with prescribed � values to a spectrum of new optima. Each point on the

dashed circles represents a new optimum at a unit distance from the phenotype of the initial genotype; the solid line is a radial plot of

the mean location of the population after 20 generations of evolution, as a function of the bearing of the new phenotypic optimum.

Populations are 600 initially identical individuals; trait angles as indicated by the dotted lines: (A) � = 5◦, (B) � = 45◦, (C) � = 85◦.

Evolution occurs normally, except that angle mutations are not permitted; each solid line is the mean of 100 replicates for each of 360

new environments.

model organism: this phenotype is normalized to (0,0) for con-

venience. We simulated evolution of a clonal population in 360

novel environments, each an equally spaced point on the unit cir-

cle depicted in Figure 4. Evolution in each environment revealed

the rate of adaptation as a function of the bearing of the new en-

vironment to the organisms’ axes of variation. Each simulation

was replicated 100 times, and model parameters were as above,

except that organisms were asexual and only magnitude muta-

tions were permitted. The inner curve in each part of Figure 4

shows the mean position of the population after 20 generations

of evolution: (a) � = 5◦, (b) � = 45◦, (c) � = 85◦. Using only

magnitude mutations, genotypes with high � can rapidly adapt to

any novel environments, whereas genotypes with smaller � val-

ues are constrained. When �a is small relative to �, we expect

the adaptive utility of magnitude mutations to strongly affect the

rate of adaptation: Figure 4 suggests that populations with larger

values of � may adapt more quickly in these circumstances.

If � is associated with evolvability, how can this connection

explain the preponderance of high � values? We consider two

mechanisms relating evolvability to evolutionary success. First,

genotypes with higher � values may fix because they are more

likely to generate beneficial mutations: this mechanism is often

called “indirect selection” in work on mutator alleles and recombi-

nation modifiers. Also, populations fixed for higher � values may,

because of their greater evolvability, be less likely to be invaded

by genotypes with mutant values of �, whether these mutants have

a direct benefit or are linked with beneficial magnitude mutations.

Although the same factor—the rate of beneficial mutation—drives

both of these mechanisms, they are empirically distinguishable:

the first mechanism describes competition among rare angle mu-

tants, whereas the second applies to competition between rare

angle mutants and a resident population.

We took several approaches to determine if invasion proba-

bility and resistance to invasion varied with �. First, we sought

to determine if it was possible for selection on evolvability to

306 EVOLUTION FEBRUARY 2008



EVOLUTION OF EVOLVABILITY IN A DEVELOPMENTAL MODEL

Table 1. Invasion counts for neutral mutants in novel environments. Each entry records the number of replicates in one million trials in

which the invader fixed. Invading mutants began at an initial frequency of 1% in a population of 100. Column sums reflect the likelihood

of that resident type to be displaced, and so do not include the italicized counts on the main diagonal.

Resident

0◦ 15◦ 30◦ 45◦ 60◦ 75◦ 90◦

Invader 0 41,759 32,854 23,516 17,081 12,447 9,977 8,820
15 48,978 38,500 26,705 18,349 13,746 10,287 9,435
30 54,647 46,271 31,802 21,285 15,204 11,654 10,451
45 58,455 51,268 36,462 24,130 17,051 12,779 11,409
60 60,318 53,726 39,282 26,432 17,942 13,179 11,869
75 60,738 54,891 41,174 27,890 18,862 13,661 12,305
90 60,976 55,544 41,715 28,217 18,987 13,939 12,340
Sums − diagonal 344,112 294,554 208,854 139,254 96,297 71,815 64,289

produce a biased distribution of � values consistent with those

in Figure 3. To do this we created model populations consisting

of 99 copies of a resident genotype and a single copy of a mu-

tant genotype. The resident and mutant genotypes had specific �

values, but indistinguishable fitnesses in the chosen environment.

Such populations were then allowed to adapt, with only magni-

tude mutations permitted, until either the resident or the invader

was extinct. The number of times, out of 1 million trials, that the

invader was successfully fixed is reported in Table 1 for simu-

lations with a range of � values. Appendix 2 discusses why the

results given in Table 1 deviate from the neutral null expectation.

Table 1 provides evidence in support of both mechanisms: inva-

sion success is directly associated with the invader’s � value, and

invasion frequency declines as the resident’s � increases.

To confirm that these results were consistent with the his-

tograms in Figure 3, we used a simple Markov model to translate

our invasion probabilities into a frequency distribution. Permitting

only the seven � states in Table 1, and assuming that (neutral) mu-

tants of each type occurred with equal frequency, we constructed a

transition matrix using the probabilities in Table 1. Using Mathe-

matica, we determined the eigenvector corresponding to the domi-

nant eigenvalue of the matrix, which when normalized is the stable

evolutionary distribution of � values. This distribution, plotted in

Figure 5, is qualitatively similar to the histograms in Figure 3.

These results indicate that both mechanisms acting together

can produce a pattern biased in favor of high � values, but they

do not quantify the significance of either influence in our evolv-

ing populations. To prove unequivocally that � determines the

invasion probability of a mutant, we examined the invasion fre-

quencies of pairs of mutants in evolving populations with identi-

cal parameters to those simulations used to make Figures 2 and

3. Populations were evolved as before, except that the environ-

ment was altered every 500 generations, and each generation was

monitored for the occurrence of mutations that changed �. When

more than one angle mutation occurred in a single generation,

the first two such mutants were screened to see if both mutants

had a reasonable chance to fix. Based on preliminary simulations,

we established that angle mutations occurring after the first 100

generations of each cycle, and that had a fitness of less than 10%

of the mean, were extremely unlikely to fix: such mutants were

excluded. If both mutants in a pair passed this test, we followed

their evolution, in the context of the population in which they

occurred, until both mutants were extinct or until either fixed.

Each pair was tracked for 100,000 replicate trials, and pairs for

which each mutant fixed at least once were further analyzed. For

each relevant pair, we recorded each mutant’s � and fitness in the

current environment. After analyzing our initial set of data, we

established that mutant pairs that occurred near the transition to

Figure 5. Frequency of � variants at equilibrium in a discrete

Markov model based on the invasion counts is given in Table 1.

Each iteration, one of the six possible mutants to a different � , is

modeled to occur with equal probability, and the system switches

to the mutant state with a probability equal to the corresponding

invasion frequency derived from Table 1.
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a new environment were uninformative, because these mutants

would evolve in a different, unrecorded fitness landscape for each

of their 100,000 replicates: we therefore discarded all pairs that

occurred within 100 generations of the transition. After numerous

simulations using independent starting populations, we obtained

191 informative pairs for the free-recombination model, and 160

such pairs for the no-recombination model.

This procedure has a significant advantage over examining

the fixation probability of individual mutants: because both mem-

bers of a pair shared the same environment and population of

competing alleles, the only factors that determined their relative

success were their fitnesses and their propensities to acquire ben-

eficial mutations. Due to our design, the only consistent influence

on the latter propensity was �. To determine if � had an effect

on invasion success in a large, diverse population, we performed

a multiple linear regression of the difference in � between each

member of a pair, the natural log of their fitness ratio, and the in-

teraction of these terms, on the natural log of the ratio of fixation

odds. The results of these analyses for both the absence and pres-

ence of recombination are given in Table 2. In both, there is clear

evidence for an effect of � on fixation probability, showing that

dependence of invasion probability on � does partially explain

the evolution of high values of �. Also, the model coefficients for

both significant components, � and the log fitness ratio, are sim-

ilar between the two cases, suggesting that the effect of invasion

Table 2. Results of a multiple linear regression of difference in �

(Angle) and the natural logarithm of the ratio of fitnesses (Ln Fit)

on the odds ratio of fixation. In both the free recombination and no

recombination models, Angle and Ln Fit are significant, whereas

their interaction is not.

Estimate SE t value Pr(>|t|)
No recombination

Intercept −0.051554 0.255942 −0.201 0.84062
Angle 0.026634 0.008368 3.183 0.00176
Ln Fit 5.011443 0.351722 14.248 <2×10−16

Angle: Ln Fit 0.010889 0.011639 0.936 0.35094
Free recombination

Intercept −0.339427 0.276155 −1.229 0.22057
Angle 0.029028 0.009066 3.202 0.00160
Ln Fit 4.311185 0.438099 9.841 <2×10−16

Angle:Ln Fit −0.001450 0.013968 −0.104 0.91746

No Recombination: Residual standard error: 3.157 on 156 degrees of

freedom.

Multiple R2: 0.5696, Adjusted R2: 0.5614.

F-statistic: 68.83 on 3 and 156 df, P-value: <2.2×10− 16
.

Free recombination: Residual standard error: 3.735 on 187 degrees of

freedom.

Multiple R2: 0.352, Adjusted R2: 0.3416.

F-statistic: 32.87 on 3 and 187 df, P-value: <2.2× 10− 16
.

probability does not depend on recombination. Using these linear

coefficients, we can compare the effects of angle differences and

fitness differences on the outcome of competitions between mu-

tants: a difference in � of 10◦ is equivalent to a fitness difference

of about 5.5% in the asexual populations, and an estimated 7%

difference in fitness in the sexual populations.

Although this regression analysis shows that � has a de-

tectable effect on invasion probability, it also demonstrates that

angle mutations may fix because they have strong and directly

beneficial effects on the phenotype. This suggests that the resis-

tance of a rapidly evolving population to invasion by beneficial

mutants, particularly beneficial angle mutations, may also be sig-

nificant. To better understand how evolvability is affected by the

dominant � of the population, and how evolvability affects the

invasion success of angle mutants, we performed additional sim-

ulations with another variant of the model.

This variant allowed populations to adapt normally, with 600

individuals, a �a of 0.0016, and a � of 0.04: however, at each en-

vironmental change, the dominant value of � was identified, and

the subpopulation with that dominant value was sampled, with

replacement, to form a test population. This test population con-

tained much of the variation in vector magnitudes of the original

population, but was monomorphic for �. The test population was

then allowed to adapt to a new environment, using only magni-

tude mutations, for 40 generations. Figures 6A and C show mean

population distance from the new optimum: (a) depicts no re-

combination, (b) shows recombination, and open circles represent

populations with an � of over 80◦; crosses, an � between 40◦ and

50◦; filled squares, an � of less than 10◦. Number of replicates

vary, but are at least 60 for each line; error bars represent standard

errors. Parts (B) and (D) of Figure 6 show the vulnerability to

invasion by angle mutants of the same populations. Vulnerability

to angle mutants was measured by introducing angle mutations

in copies of the test population, then tracking those mutants until

they were fixed or were lost. The fraction that fixed is reported as

the vulnerability to invasion.

Two patterns are clear from Figure 6: first, as in Figure 4,

populations with a high value of � adapt much more quickly us-

ing magnitude mutations. Second, rate of adaptation is correlated

with vulnerability to invasion by angle mutations. This is consis-

tent with the observation that angle mutations often have dramatic

phenotypic effects. When the population is far from the optimum,

such large mutations may be strongly favored. However, as the

population approaches the optimum, the large phenotypic effects

of angle mutations make them increasingly likely to be deleteri-

ous. This relationship between distance and vulnerability to sub-

stitution provides a mechanism to explain why populations with

higher � are more resistant to invasion by new � mutants, the

pattern observed in Figure 3C.
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Figure 6. Evolution and vulnerability to invasion of asexual and sexual populations adapting with only magnitude mutations. Open

circles represent populations with an � of over 80◦; crosses, an � between 40◦ and 50◦; filled squares, an � of less than 10◦. (A) and (B)

are asexual populations; (C) and (D) are sexual. Error bars are standard errors.

III. VARIABILITY AND NONRANDOM

ENVIRONMENTAL CHANGE

One natural extension of our model is to nonrandom patterns of en-

vironmental change. Because the phenotypic optimum is charac-

terized by two coordinates, we can vary the optimum by changing

only one coordinate at a time. Because this pattern of environ-

mental change separates the two components of the phenotype,

we will refer to it as modular environmental change. This modu-

lar pattern constrains the new optimum to a slice of the unit disc

that is parallel to one of the phenotypic plane axes. Although the

changed coordinate is chosen randomly, and the new optimum is

drawn uniformly from the slice of the unit disc, this scheme may

favor genotypes whose axes of variation align with the axes of

phenotypic space. Consequently, evolution may favor genotypes

with orthogonal vectors that are also aligned with the phenotypic

axes.

Figure 7 displays the frequency with which genotypic vectors

occur in evolutionary simulations. Individuals are sampled period-

ically and each vector of their genotypes is measured with respect

to the phenotypic axes drawn in Figure 1. Figure 7 contains data

from 72 independent simulations, each of 1 million generations of

evolution for N = 600, � = 0.04, �a = 0.0004, and with recombi-

nation. Environmental fluctuations occur every 1000 generations

but change only one coordinate of the optimum phenotype at a

time.

When the phenotypic optimum is randomly redrawn from

the unit disc, each vector displays no bias toward any angle (data

not shown). In contrast, Figure 7 demonstrates that, when the
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Figure 7. Histogram of vector angles for evolutionary simulations

in which environmental change is constrained. Both vectors are

considered together for 72 replicate simulations of one million gen-

erations of evolution for N = 600, � = 0.04, �a = 0.004, and with

recombination. As before, a new phenotypic optimum was chosen

every 1000 generations: here, only one coordinate of the optimum

was changed at a time.

optimum moves along the phenotypic axes, vectors aligned with

those axes are favored. Like the bias toward larger values of � dis-

cussed above, this results is explained by selection on evolvability.

Genotypes with vectors aligned with the axes of phenotypic space

are disposed to produce some positively selected variants, and so

are overrepresented in evolving populations.

Because evolution in this scenario favors genotypes with vec-

tors aligned with the orthogonal axes of phenotypic space, we

expect these evolved genotypes to have especially large values

of �. This prediction is also confirmed: the median � in popu-

lations subjected to modular environmental change is 66.78◦ ±
0.36◦ with recombination and 63.55◦ ± 0.52◦ without recombi-

nation, whereas the median � for comparable control simulations

in which the optimum changes randomly is 58.65◦ ± 0.37◦ with

recombination and 59.65◦ ± 0.61◦ without.

Discussion
EVOLUTION OF EVOLVABILITY IN OUR MODEL

Our results show that indirect selection for � shapes the evolution

of this measure of variability, and that � is strongly correlated with

evolvability. Because � describes the shape of the spectrum of

phenotypic mutations, our results suggest that selection on evolv-

ability favors an isotropic, or unconstrained, pattern of variability.

Although we have strong evidence that � influences the invasion

probability of mutants, several facts argue that resistance to inva-

sion is also a significant factor in the evolution of �. Figure 3B

shows that transitions to low � values are in fact slightly more

common in evolution: if � had a strong effect on invasion proba-

bilities, we would expect the opposite of this pattern. Additionally,

Figure 2 shows that higher median � values are found in popula-

tions with low rates of angle mutations. The influence of invasion

probability on the distribution of � is expected to depend on the

level of variation in � within the population: � variants must ex-

ist for indirect selection to select among them. Because the vast

majority of angle mutations are observed to be nonneutral, an-

gle mutation rate strongly determines the standing variation in

�. If differing invasion probabilities were entirely responsible for

the observed preference for high � values, we would expect this

preference to increase with angle mutation rate: instead, we again

observe the opposite.

The results shown in Figure 6 suggest that the missing piece

of the puzzle is the resistance of a population to invasion by new

mutants, particularly beneficial angle mutants. This hypothesis

accommodates the distributions of transitions in Figure 3B and

explains the distributions of persistence in Figure 3C. It is also

consistent with the results of Figure 2: Figure 6 shows that vul-

nerability to invasion only decreases after populations have had a

chance to adapt through the selection of magnitude mutations. If

angle mutation rates are high, angle mutants can invade before the

differences in evolvability between populations with low or high

� are apparent: high angle mutation rates, therefore, are expected

to flatten the differences between populations with different �

values. Finally, the results of our mutation-invasion simulations,

presented in Table 1 and Figure 5, imply that the resistance of

high-� populations to invasion by mutants is a major contribution

to the distribution of � over evolutionary time.

Our results suggest that two forms of selection on evolvabil-

ity shape the distributions of � values seen in Figures 2 and 3.

Both forms of selection, differential invasion probability and dif-

ferential resistance to invasion, derive from the same property:

genotypes with high � values can create a greater range of possi-

ble mutations, and are therefore more likely to be able to produce a

positively selected variant in any new environment. The difference

between these mechanisms is in the context: invasion probability

affects the fitness of rare mutants, whereas resistance to invasion

reflects the success of numerically dominant genotypes.

NATURAL SELECTION AND THE EVOLUTION

OF EVOLVABILITY

The results of our model have several intriguing implications for

the evolution of evolvability in general. First, both mechanisms

of selection of evolvability escape several of the problems evident

in models of mutation and recombination rate evolution. High �

genotypes produce more useful variation without a concomitant
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increase in deleterious variation, in contrast to alleles that increase

mutation and recombination rates. The strong phenotypic effects

of vector angles also ensure that loci conferring greater evolvabil-

ity cannot be divorced from the beneficial variation they create:

this linkage between the phenotypic and variational effects of a

mutation explains why recombination does not prevent the evo-

lution of evolvability. This tolerance to recombination is simply a

consequence of the epistatic interactions among loci in our model:

it may therefore be a general feature of systems that evolve evolv-

ability through changes in epistasis.

Our results also show how evolvability may persist in a

changing genome. Magnitude mutations may be more success-

ful because of a large �, but their fixation does not alter �: the

determinant of evolvability is therefore passed down largely in-

tact between generations, even in a rapidly evolving lineage. This

avoids the potential problem of the inheritance of evolvability

noted above. These observations suggest that the evolution of

evolvability through changes in developmental systems may occur

more readily than inferred from the study of mutator and recom-

bination modifier alleles.

Our model contained two distinct levels of mutational

change: frequent magnitude mutations of moderate phenotypic

effect, and rare angle mutations of larger effect. Adaptation links

evolution in both of these levels: if adaptive change through mag-

nitude mutations is facile, then selection favors stasis in vector

angles. If, on the other hand, adaptation via magnitude mutations

is frustrated, then change in vector angles, and therefore change in

pleiotropy, is strongly favored. Parts of the genotype, by affecting

the variability of other traits, can therefore affect their own sus-

ceptibility to change. Any trait that facilitates adaptive change in

another aspect of the genotype is consequently insulated from the

need to change and is under stabilizing selection: this conservation

may be a very general mechanism of selection on evolvability.

EVOLUTION OF VARIABILITY AND MODULARITY

Our results indicate that a specific pattern of variability can evolve

in response to random environmental change. This pattern, namely

orthogonality of the axes of mutational variation or isotropy of

the mutant distribution, is reminiscent of the evolutionary con-

cept of modularity. Modularity in evolutionary biology refers to

the organization of variability into largely independent units: sev-

eral authors have suggested that some level of modular organiza-

tion will maximize the evolvability of complex traits and organ-

isms (Lewontin 1978; Wagner and Altenberg 1996; Hansen 2003;

Welch and Waxman 2003; Kashtan and Alon 2005).

Whether the need for evolvability can select for modularity

is largely unknown (Wagner et al. 2005), although there is some

evidence that, if selection pressures are partitioned into indepen-

dently changing pieces, selection can favor modularity (Kashtan

and Alon 2005). Our results support the idea that selection on

evolvability can sort the genotype into largely independent units

of variability. Although this orthogonal organization of variability

can be called modularity, our randomly varying selection regime

does not produce a connection between orthogonal phenotypic

traits and corresponding units of variability. This congruence be-

tween phenotypic traits and variability only arises when environ-

mental change alters the optimum of one trait at a time, as seen in

Figure 7. This confirms the idea that selection can create modular-

ity when selective pressures change in a decomposable way, and

so stores information about the nature of environmental change

(Wagner and Altenberg 1996; Kashtan and Alon 2005; Kastan

et al. 2007).

COMPARISONS WITH QUANTITATIVE

GENETICS MODELS

The idea that selection can shape patterns of mutational variability

to match patterns of selection is also discussed in quantitative ge-

netics (e.g., Lande 1979, 1980, 1982; Cheverud 1984; Jones et al.

2007). Our results confirm the prediction that a randomly shifting

phenotypic optimum will select for a modular, or isotropic, pattern

of mutational variation (Jones et al. 2007). However, several differ-

ences in emphasis and implementation distinguish our results from

those derived from a quantitative genetics framework. Our work

focuses on the mutational tendencies inherent in genotypes: these

tendencies correspond to the mutational matrix, or M-matrix, in

quantitative genetics. In contrast, most quantitative genetic stud-

ies have focused on the G-matrix, the matrix of additive genetic

variance and covariance of traits, which is the population-level

product of selection, history, and the M-matrix (e.g., Lande 1979,

1982; Turelli 1988; Wagner 1989; Schluter 1996; Steppan et al.

2002; Bégin and Roff 2003; Jones et al. 2003, 2004). Although

some authors have addressed the evolution of mutational effects

(e.g., Wagner et al. 1997; Hermisson et al. 2003; Hansen et al.

2006), so far only one study, Jones et al. (2007), has examined

how M-matrix evolution affects evolvability.

Jones et al. (2007) address the evolution of evolvability by

studying neutral modifiers of mutational patterns in a population

under stabilizing selection. Our study departs from this approach

by modeling populations with traits that individually affect both

the phenotype and variability: our results are therefore not re-

stricted to modifiers with no direct fitness effects. Also, we model

populations adapting to a diverse and changing mixture of stabi-

lizing and directional selection. We believe these conditions com-

prise the most realistic context for the evolution of evolvability,

and are the most crucial to understand.

Our work also differs from quantitative genetics approaches

by our focus on the dynamics affecting individual mutants, rather

than on the phenotypic and genotypic distributions of an entire

population. Our emphasis on the detailed dynamics of selection

has produced results that directly address current controversies
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over the effects of selection, recombination, and heritability on

evolvability. We expect insights from quantitative genetics to be

invaluable in generalizing our results and extending them to em-

pirical data. Also, the strong influence of mutation on the stability

of the G-matrix (Steppan et al. 2002; Jones et al. 2003, 2007)

highlights how understanding the evolution of evolvability may

be crucial to predicting the evolution of the G-matrix.

Conclusions
The results of analyzing this simple model suggest that evolvabil-

ity can readily evolve without changes in mutation or recombina-

tion rate. Because evolvability depends on epistatic interactions

between loci, it can be maintained by selection in recombining

populations. We have shown that evolvability affects the probabil-

ity of a new mutant to invade a population. This process is familiar

from models of mutation rates, but here plays a supporting role to

a novel dynamic: the resistance of highly evolvable populations

to invasion by mutants with large effects. Both of these processes

derive from the epistatic role of some loci in determining evolv-

ability and the phenotype: when a locus facilitates rapid evolution

in other areas of the genome, it is less likely to be substituted by

an adaptive mutation itself. This sorting of genotypes with evolv-

ability can reshape the pleiotropic relationships connecting the

genotype to the phenotype and create an isotropic pattern of vari-

ability. This pattern of variability can also be aligned by selection

with regularities in how selection pressures change: this align-

ment of genotypic and phenotypic variability with environmental

variability could drive the evolution of modularity.
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Appendix 1
EXPLORATION OF MODEL PARAMETERS

This section briefly examines how the evolution of evolvability

depends on the parameters and functions used to construct our

model. Below we consider how changes in magnitude mutation

rate, population size, frequency of environmental change, and the

fitness function alter the main results plotted in Figure 2.

Online Supplementary Table S1 displays the mean and stan-

dard errors of the median � value for sets of replicate populations.

Each set contains 24 replicate simulations of one million genera-

tions each, with 600 individuals, environmental shifts every 1000

generations, and recombination and mutation rates as specified

in the table. These data demonstrate that the evolution of evolv-

ability is not dependent on the somewhat high rate of magnitude

mutation, 0.04 per locus per generation, used in the bulk of our

simulations. Results are roughly constant for a given ratio of �:�a,

although the absolute magnitudes of these rates clearly influence

the strength of selection on evolvability. These results are similar

with and without recombination.

Online Supplementary Table S2 shows analogous results for

a range of population sizes and periods between environmental

shifts. In these simulations � = 0.04 and �a = 0.0004. These re-

sults show that increasing the population size may slightly reduce

selection for high values of �, whereas changing the frequency

of environmental shifts has no significant effect. King and Masel

(2007) predict that the product of population size and the fre-

quency of environmental change is an important predictor of the

efficacy of selection on traits like evolvability, particularly when

that product is near one. In contrast, in our model changes to the

period between shifts seem to have little effect. This difference is

explained by the cost to evolvability in King and Masel (2007):

in our model, � is maintained by strong stabilizing selection in

well-adapted populations, and no cost to evolvability is apparent.
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The data in Online Supplementary Table S2 also suggest a

small decrease in mean � with increasing population size, again in

contradiction to the predictions of King and Masel (2007). We sug-

gest that the dependence of � derives from the disparity between

the rates of magnitude mutation and angle mutation. In Part II of

the Results we show the mean � is primarily the result of compe-

tition for fixation between magnitude and angle mutations: rapid

adaptation through magnitude mutations prevents beneficial an-

gle mutants from arising and fixing. As population size increases,

the rate at which potentially beneficial angle mutants occur will

clearly increase: if the rate of adaptation through magnitude muta-

tions fails to increase at the same rate, however, then mean � will

decrease. To test this, we measured the rate of adaptation in clonal

populations with � = 45◦, no recombination, � = 0.04, and �a =
0. These populations evolved in new environments for 20 genera-

tions, as in the simulations depicted in Figure 4. With N = 200, the

mean distance from the optimum after 20 generations was 0.767 ±
0.001, whereas with N = 2000, it was 0.657 ± 0.001. Figure 6

demonstrates that distance from the optimum is a strong indicator

of the probability of angle mutants to invade: clearly, vulnerability

to invasion does not decrease linearly with increasing population

size. These data illustrate how increasing population size favors

the substitution of angle mutants, decreasing �.

Online Supplementary Figure S2 shows how variation in the

fitness function changes the outcome of simulations in which N

= 600, environmental shifts occur every 1000 generations, � =
0.04 and �a = 0.0004. These results measure the � of a randomly

chosen individual, not the population average, because these two

measures may differ for some fitness functions. Online Supple-

mentary Figure S2 demonstrates that the evolution of evolvability

occurs with negative exponential fitness functions over a range of

slopes, but that more gently sloping functions enhance selection

for high �. We suggest that very steep fitness functions, such as

those in parts (E) and (F) in Online Supplementary Figure S2,

may favor large-effect angle mutations over small-effect mag-

nitude mutations, and may therefore level differences in evolv-

ability. The fairly small population size of our simulations will

preclude weakly beneficial mutants from fixing: Online Supple-

mentary Figure S2 shows that most magnitude mutations will have

a negligible effect on fitness in poorly adapted populations with

steep fitness functions. Because large-effect angle mutations can

access the steeply increasing area of the fitness landscape, they

are more likely to fix in such populations. As we have established

above, circumstances that favor the fixation of angle mutations

will reduce the efficacy of selection on evolvability.
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Appendix 2
UNDERSTANDING THE INVASION SIMULATION

RESULTS

Figure 5, Table 1, and Part II of the Results section reference a

set of simulations in which a mutant genotype competes against a

clonal, resident population in a novel environment. In these sim-

ulations, both the mutant and the resident genotypes have equal

fitness, but differences in the � value of each genotype may predis-

pose one type to acquire beneficial mutations and so displace the

other. When the mutant and resident also share the same value of

�, we might expect the mutant to follow the dynamics of a neutral

allele: we would therefore predict that the mutant would invade in

1 of N cases, or about 10,000 times in the one million replicates

performed for each scenario. This expectation is contradicted by

the data in Table 1.

The faulty assumption behind this expectation of neutral be-

havior lies in averaging evolvability. Although two genotypes with

the same � have the same evolvability on average, in any spe-

cific environment one will have an advantage over the other. This

advantage derives from the orientation of a genotype’s vectors

relative to the direction of steepest increase in fitness: whichever

genotype is best aligned with this fitness gradient will have access

to superior adaptive mutations. When this chance difference in

evolvability favors the resident genotype, the mutant’s probability

of invasion will be between 0 and 1/N: when the reverse occurs, the

mutant’s chance of success will be between 1/N and 1. The aver-

age probability over these two scenarios may therefore exceed 1/N

if differences in evolvability strongly influence invasion success.

To measure the effects of chance differences in evolvability

on fixation, we focus on simulations in which both types have � =
0. In this scenario, we can measure the difference between the soli-

tary vector angle of a genotype and the angle of quickest increase

in fitness in a given environment: we refer to this difference as the

bearing on the optimum, and a value of 0 indicates that the varia-

tional axis is directly aligned with the fitness gradient. Online Sup-

plementary Figure S1 parses the outcomes of simulation replicates

for this scenario according to the difference in bearings between

the invader and resident: positive values of this difference indicate

a chance difference in evolvability favoring the invading mutant.

As the gray bars in Online Supplementary Figure S1 show,

there is symmetrical variation in the difference in bearing on the

optimum between the mutant and resident genotypes. The striped

bars show the fraction of successful invasions in each class of

relative bearings. When the difference in evolvability favors the

resident, the mutant rarely invades; when the difference favors the

mutant, it often invades. These data suggest that pairs of equally

fit alleles that differ, even idiosyncratically, in evolvability will

behave differently than expected from neutral theory, and will

substitute one another more often than commonly predicted.
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Supplementary Material
The following supplementary material is available for this article:

Figure S1. Measured distributions of the relative bearings of genotype pairs for the simulations described in Table 1 and Results

Part II.

Figure S2. Effects of alternative fitness functions on the evolution of evolvability.

Table S1. Means and standard errors of sets of median values of �.

Table S2. Means and standard errors of sets of median values of �.

This material is available as part of the online article from:

http://www.blackwell-synergy.com/doi/abs/10.1111/j.1558-5646.2007.00303.x

(This link will take you to the article abstract).

Please note: Blackwell Publishing is not responsible for the content or functionality of any supplementary materials supplied by

the authors. Any queries (other than missing material) should be directed to the corresponding author for the article.
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